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INLA is a new promising technology to perform Bayesian inference without Markov chain
Monte Carlo (MCMC) [1]. In this talk I would like to assess the performance of INLA for two
different applications.

The first application deals with bivariate meta-analysis [2] for diagnostic studies reporting
both sensitivity and specificity. Preserving the bivariate structure of the data, pairs of sensitivity
and specificity are jointly analyzed. Mainly maximum likelihood (ML) approaches are thereby
used for statistical inference. However, numerical problems with possible non-convergence are
common. INLA provides a promising alternative. In comparison to the ML procedure SAS
PROC NLMIXED it is faster and more stable while bias and mean-squared error show only
small differences [3].

The second application considers age-period-cohort (APC) [4] models with smoothing priors
based on second differences, which results in an improper posterior distribution. The reason
here is not only the usually encountered problem of unidentifiable intercepts, which can be
easily addressed by imposing sum-to-zero constraints, but also the linear dependence between
age, period and cohort. To estimate identifiable posterior quantities of interest INLA is used.
The results are compared with those obtained by MCMC.
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Spatio-temporal disease mapping using INLA
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In the presented application spatio-temporal models are used to identify unusual spatial and
temporal trends within case reporting data from the Swiss federal veterinary office. Spatio-
temporal models formulated in a hierarchical Bayesian framework are a very complex class of
models though and parameter estimation using MCMC requires specific techniques [3]. There-
fore, the INLA approach was used to obtain posterior marginals of the spatial and temporal
effects and specific space-time interactions [2].
The applied spatio-temporal models will be presented briefly [1]. Furthermore, it will be shown
how they are fitted using INLA and how the results can be used for data analysis. A spe-
cific requirement is that user-defined structure matrices and constraints have to be passed to
the inla program. As a second issue the usability of tools for model comparison and criticism
provided by INLA will be discussed. Finally, some aspects of practical experience when fitting
spatio-temporal models using INLA will be pointed out.
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Bayesian Hierarchical models have been widely used in several problems related
to Small Area Estimation. Rencently, Rue et al (2009) have developed methods
to approximate the marginal distributions of the parameters of interest in latent
Gaussian models. These approximate methods are based on the Integrated Nested
Laplace Approximation (INLA). They have also developed the necessary software
to fit a large set of models, including GLMs, mixed-effects models and many more.

In my talk I will discuss the opportunities and limitations of INLA in the context of
Small Area Estimation. Other applications in Small Area Estimation include space-
time models, ranking of areas, poverty mapping, dealing with missing observations,
benchmarking and others. I will give an overview of how these problems can be
tackled using the approxiamte marginals of the parameters of interest.

I will illustrate the applications of these methods using simulated data based on real
data from Sweden.
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Disease mapping: a tool for epidemiologists 
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An application for disease mapping and risk analysis, the Rapid Inquiry Facility (RIF) has been developed by the 

Small Area Health Statistics Unit (SAHSU) at Imperial College London, in collaboration with the US CDC 

Environmental Public Health Tracking Program and the EUROHEIS project. Disease mapping is a valuable method 

for exploring spatial patterns of health outcomes, however, when dealing with low population numbers and/or rare 

diseases such methods can be problematic. Both rates and SMRs become numerically unstable and typically the 

less populated areas will show the highest risks. One way of addressing these problems is using Bayesian 

smoothing methods.  

The RIF allows users to carry out Empirical Bayes smoothing and to automatically link to WinBUGS or INLA to run 

a number of models (heterogeneity, CAR, BYM). A default protocol for disease mapping has been developed, 

including a sensitivity analysis of the prior distributions of the variances. Different parameters, such as the spatial 

fraction, will be calculated by default to have quantitative summaries of the spatial variability, as well as maps. 
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In talk will discuss the use of INLA to solve Bayesian inferential problems for sur-
vival models. Examples include Weibull distributed lifetime models with frailty, and
piecewise-constant baseline hazard models. I will demonstrate the results obtained
with INLA and those obtained using WINBUS. The power of this approach is illus-
trated by reanalyzing the spatial survival model by Henderson et al (2002, JASA),
which includes both semi-parametric effects of covariates, frailty and spatial effects.
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Quantitative genetics is the study of quantitative characters. Examples of quantita-
tive characters are the height of a human, the length of a bird’s bill or the amount
of milk a cow produces. The theory is based on the assumption that the characters
are determined by a large number of genes as well as by different environmental
effects. An important quantitative genetic parameter is the heritability of a trait;
how much of the phenotypic (observed trait) variance in a population that can be
explained by additive genetic effects.

The key assumption in the model we use, the animal model , is that animal i’s trait,
yi (e.g. the length of a bird’s bill) can be divided into a genetic part (or inherited
part), ui, and an individual part εi. The value of ui is referred to as the breeding
value of individual i. To calculate individual breeding values one needs data from
related animals and information on how they are related, i.e. their pedigree / family
tree.

In this presentation we demonstrate that the animal model is a latent Gaussian
Markov Random field model, and how INLA can be used to make inference for many
interesting features connected to both hyper-parameters and the latent variables.

Outline

• Approximate inference for animal models for Gaussian traits.

– Study for Norwegian house sparrows.

– Include sex-specific inheritance structure in a study for Swiss barn owls.

• Approximate inference for animal model for non-Gaussian traits.

– Study of Norwegian House sparows.

• What next, opportunities and (possible) limitations.
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Gaussian random field models are used extensively in spatial and spatio-temporal
statistics. Traditionally, two largely separate approaches have been used; covariance
function specifications and grid-based Markov random fields. The former method
is appealing in its directness, but computationally costly, whereas the latter is ap-
pealing for its computational benefits. The two approaches have coexisted without
much direct links between the specifications.

In this talk I will explain how to construct a direct specification of Markov ran-
dom fields approximating the Matrn family of covariance models, through the use
of stochastic partial differential equations. As a simple side-effect, this model class
can be expanded to fields on curved surfaces, such as a globe, as well as anisotropic,
oscillating, and non-stationary fields, as illustrated with geo-statistical data. The
approach also provides a link to other popular random field models, such as convo-
lution fields and spectral representations.
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Bayesian hierarchical models provide a rich framework for modelling complex data
structures. In many cases, such hierarchical models involve conditionally Gaussian
effects on the second level of the hierarchy. For example, in case of structured ad-
ditive regression, the first level is constituted by the observation model (i.e. the
likelihood) for the observed responses while semiparametric effects that form the
predictor of the regresson model are formulated in terms of conditionally Gaussian
priors. The parameters of the Gaussian distribution are then typically assigned
further hyperpriors that can induce different types of regularisation, such as spatial
smoothness or sparseness of regression models. For a long time, Markov chain Monte
Carlo simulations have been the most prominent and dominating computing scheme
to derive Bayesian estimates in hierarchical models. Only recently, the interest in
approximate solutions began to rise again, for example based on simple or inte-
grated nested Laplace approximations (INLA). In this presentation, we will review
both simple Laplace approximations and Markov chain Monte Carlo simulation ap-
proaches available in the Bayesian software package BayesX (http://www.stat.uni-
muenchen.de/ bayesx). For a number of examples, we will compare results obtained
with BayesX with those obtained with the INLA methodology available in the corre-
sponding R package. While we find close agreement in several situations, we also find
remarkable differences in some situations that are worth further investigation and
might lead to an improvement of approximate solutions. We will also sketch some
extensions that can easily be treated with Markov chain Monte Carlo simulations
but might be challenging when using the INLA methodology.
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